Forwarded message: From: "Jared Derksen" <mrmathman@gmail.com>

> 

> I do have a lengthy post at the FAQ top 10 that Paul Velleman wrote.

> Perhaps you gentlemen might want to give that a read as you deliberate this

> issue.
I will stick my neck out and say that this

"A lurking variable has an important effect on the relationship

between the variables in a study but is not one of the explanatory

variables studied.

Two variables are confounded when their effects on a response variable

cannot be distinguished from each other.

Note: Confounded variables may be explanatory or lurking variables."

matches my understanding of how these terms are used.  (Quoted from

Yanbing Zheng at the U. of KY)  While anyone is entitled to broaden or

narrow this in their own writings I think it inappropriate to demand

more of students than is quoted above.

BTW, this came from Googling "lurking variables" which, if nothing

else, indicated wide disagreement over these terms.  In particular, a

number of sites had "lurking": and "confounding" as interchangeable.

I don't know who Zheng studied with but her Ph.D. is from Wisconsin

which is where George Box hung out.

Forwarded message: From: ch_shafer <ch_shafer@lgca.org>

> 

> So what is the situation here?

> 

> 1) I've perceived differences that are not there.

> 

> 2) There are differences among their definitions, but the differences are 

> trivial or unimportant.

> 

> 3) There are significant differences here but it's just part of living in the 

> world of statistics.  Learn to live with it.

> 

> If the situation is #1, I am requesting further clarification.  If the 

> situation is #2, someone related to the AP Stats program needs to say this.  

> If the situation is #3, I say let's change the situation!
I think 3, but I doubt that the world of statstics will change to

accommodate AP Stats.;-)  Here is a post from David Moore, stolen from

Pat Ballew's website:

Students in introductory Statistics classes often are confused by the

terms above, and perhaps for good reason. Instead of fumbling through

my own definition, I will copy a post from Dr. David Moore, perhaps

one of America's most honored statisticians, to the APStatistics

electronic discussion list. He was responding to a requst to

distinguish between lurking and confounding variables. 

Here's a try at the basics.

A. From Joiner, ``Lurking variables: some examples,'' American

Statistician 35 (1981): ``A lurking variable is, by definition, a

variable that has an important effect and yet is not included among

the predictor variables under consideration.'' Joiner attributes the

term to George Box. I follow this definition in my books.

This isn't a well-defined technical term, and I prefer to expand the

Box/Joiner idea a bit: A lurking variable is a variable that is not

among the explanatory or response variables in a study, and yet may

(or may not) influence the interpretation of relationships among those

variables. The ``or may not'' expands the idea. That is, these are

non-study variables that we should worry about -- we don't know their

effects unless we do look at them.

I think the core idea of ``lurking'' should be that this is a variable

in the background, not one of those we wish to study.

B. The core idea of ``confounding,'' on the other hand, refers to the

effects of variables on the response, not to their situation among (or

not) the study variables. Variables -- whether explanatory or lurking

-- are confounded if we cannot isolate from each other their effects

on the response(s).

It is common in more advanced experimental designs to deliberately

confound some effects of the explanatory variables when the number of

runs feasible is not adequate to isolate all the effects. The design

chooses which effects are isolated and which are confounded. So, for

contact with more advanced statistics, we should allow ``confounded''

to describe any variables that influence the response and whose

effects cannot be isolated.

Later in the same post Dr. Moore explained the difference between

"confounding" and "common cause". 

Not all observed associations between X and Y are explained by ``X

causes Y'' (in the simple sense that if we could manipulate X and

leave all else fixed, Y would change).

Even when X does cause changes in Y, causation is often not a complete

explanation of the association. (More education does often cause

higher adult income, but common factors such as rich and educated

parents also contribute to the observed association between education

and income.)

Associations between X and Y are often at least partially explained by

the relationship of X and/or Y with lurking variable or variables Z.

I attempt to explain that a variety of X/Y/Z relationships can explain

observed X/Y association. The attempt isn't very satisfactory, so

don't let it overshadow the main ideas. The distinction is: does Z

cause changes in both X and Y, thus creating an apparent relationship

between X and Y? (Common response) Or are the effects of X and Z on Y

confounded, so that we just can't tell what the causal links are

(maybe Z-->Y, maybe X-->Y, maybe both)?

If "confounding" sounds confusing, it should. The root of confound and

confuse both come from the Latin fundere to pour. In essence, the two

ideas have been "poured together" so that they can not be seperated

from each other. 

Lurk comes from the Middle English term for one who lies in wait,

usually concealed. The root seems tied to the idea of being observed

by such a person and the early word for "frown". 

'''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''

There may be as many interpretations of this as there are readers but

I took this to indicate that there is not complete agreement out there

and Moore was explaining how HE used the terms -- and why.  So I do

not think students should be docked points for venturing into the

fuzzy area.

Robert W. Hayden

Let me contribute some historical observations to this discussion -  

at least to the extent that my ever-foggier memory allows. I refer to  

questions raised about grading the FR question a couple of years back  

about the shrimp tanks experiment.

Briefly, kids were asked about an experiment comparing interactive  

effects of salinity and nutrients on the growth of shrimp. One of the  

parts asked what might be disadvantageous about putting more than one  

species of shrimp in the tanks.

The issue is that having 2 species of shrimp in each tank would  

increase variation in the baseline growth rate. This additional  

variation would diminish our power to detect any differences  

attributable to the salinity/nutrients themselves. Comments that  

correctly described this problem were scored as "essentially correct".

Unfortunately, many students with otherwise praiseworthy responses  

called this loss of power "confounding". It's not. Confounding could  

occur if, say, all the high salinity tanks contained only species A  

and the low salinity tanks contained only species B. Then we could  

not tell whether any observed growth differences resulted from the  

salinity or from natural differences between the two species. The  

inability to tease these two variables apart is confounding. If all  

the tanks contain a randomly assigned cohort of both species, the two  

variables cannot be confounded. We'll just have more "noise"  

interfering with the signal.

Kids who incorrectly used the term "confounding" were dinged, getting  

only a "partially correct" evaluation for demonstrating that they did  

not really understand what confounding is. Note that the "ding" was  

for confusing increased variability with confounding, not for  

anything to do with any confounding/lurking hair-splitting.

Now we'll see whether that's helpful, or just fans the flames...

Happy new year, all.

· Dave

Friends,

I'd like to speak to a couple of the issues that have been hot on the list in these days on the cusp of two years.

First, the 2006 shrimps problem, part c, asks about the advantage of using only one species of shrimps, tiger shrimps.  The correct answer is that it reduces within-treatment variability, since shrimp from the same species are likely to respond more uniformly than shrimps from a mixture of species.  This thereby makes it easier to determine the differences in effects of the treatments of nutrient and salinity.  This within-treatment variability is _not_ confounding, and responses that used this term were penalized for mixing up two different concepts of experimental design.  Students who just mixed up these ideas could not get full credit.

Other students wrote something like "well, if they put all the tiger shrimps in one treatment and all the other species in another treatment, there would be confounding."  This is a true statement about confounding, but the problem stem said that shrimps were randomly assigned to tanks, so this is hypothesizing a situation that the stem of the problem rules out.  This is again incorrect as an answer to the question posed, even though it includes a correct description of confounding.

Confounding occurs when there is a _systematic_ way in which one treatment is favored.  This is nicely defined by George Cobb in his Design and Analysis of Experiments when he says "Two influences on the response are confounded if the design makes it impossible to isolate the effects of one from the effects of the other."  Note that in an experimental situation, confounding has to involve the _design_.  There are more complicated experimental design situation in which certain factors or interactions are deliberately confounded to put greater power on the main effects.  You can read about this in the classic Statistics for Experimenters by Box, Hunter, and Hunter. Thus, in an experiment, it's a design issue.  With a completely randomized design, this is not possible because the randomization precludes a designed-in way in which one outcome would be favored.  This is the root of the statement from the problem rubric that Mark quoted in a previous post that confounding is not possible in this situation.

Lurking variables occur most commonly in regression-type situations, in which you are trying to model a response variable with one or more explanatory variables.  We all know that old saw that "correlation doesn't imply causation" and the reason is the potential lurking variables which may actually be instrumental in linking the explanatory and response variable.  Both Cobb and Box, Hunter, Hunter only talk about lurking in their regression chapters.

In my opinion, confounding and lurking variables are primarily in the domain of observational studies, at least at the AP Stat level, and are best confined to that domain.  In that domain I'm not sure it's critically important to distinguish the two, and I can't recall an AP problem that has ever asked students to distinguish the two.

A couple years ago I wrote an article for STATS magazine about the many different kinds of variables.  If you'd like a copy, send me a private note.

Happy New Year to all!

Peter Flanagan-Hyde

Phoenix Country Day School

Paradise Valley, AZ

I repeat the Word as presented at the Reading by Linda Young, one of  

the top experimental design experts: if shrimp are assigned randomly  

there is no possibility of confounding, only increased variability  

leading to loss of power. When Linda speaks we all listen.

In a survey situation there are no treatments. A treatment is  

something we control. In a survey we are just gathering data on  

existing situations. I'd say that in a survey we risk bias rather  

than confounding.

I think most of the texts have a discussion of confounding in the  

experimental design section, and a discussion of bias in the sampling  

section.

· Dave

There are still unanswered questions about the infamous shrimp problem

but I think the original issue was how to prepare students and I think

that has been well though implicitly answered.  We may never know what

outrageous student responses so enraged the rubric writers that they

defied the laws of mathematics and declared "lurking" and

"confounding" to be four-letter-words.  However, many ad hoc decisions

have to be made in the heat of battle, and we cannot expect to agree

with every one.  Nor is every one a promise of how things might be

called in the future.

What we can notice is that this question does not require students to

distinguish between the L word and the C word.  The issue came up only

in cases where students volunteered those words.  Since there is no

limit to the number of statistical terms students might volunteer and

potentialy misuse I don't think trying to teach fine distinctions

regarding all possible vocabulary words is the way to go.

Instead I would advise students to get right to the point.  Explain

that point in clear and simple English.  I would keep the jargon to a

mimimum unless possibly you see a question that is clearly directed at

something that has a technical name and you know that name and are

sure you can use it correctly.  For example, if asked why it would not

be good to use only the treatments (A,low) (B, medium) (C, high) you

might stick out your neck and say something about c*********g the

effect of ABC with that of low-medium-high.

I think on other tests in other subjects students learn that it is

good to say a lot and bandy about a lot of specialized terminology.

(In some fields, this is how you get published;-)  But ask your

cherubs to keep in mind that though they must write sentences and even

paragaphs in AP Stats. this still will ultimately be read by some mathy

type who probably responds negatively to vagueness, verbiage and BS.  

Then exhibit your most stereotypical math-teacher behavior;-)

You can help your students by guiding them with feedback throughout

the year.  For example, you can circle irrelevancies and label them as

such.  You can correct egregious misuse of words (but I'd avoid

nit-picking).  You can give timed tests to train them in chosing their

few words quickly and well.  Et cetera.

Robert Hayden

Since there is no
limit to the number of statistical terms students might volunteer and
potentialy misuse I don't think trying to teach fine distinctions
regarding all possible vocabulary words is the way to go.
Instead I would advise students to get right to the point.  Explain
that point in clear and simple English.  I would keep the jargon to a
mimimum unless possibly you see a question that is clearly directed at
something that has a technical name and you know that name and are
sure you can use it correctly.  
Hooray, Bob! I always tell my students that explaining the issues clearly is far more important than spitting out precisely the right word. In fact, when in doubt they should avoid trying to sound smart by using fancy words. Readers are instructed to take statistics terminology seriously, and misuse of technical vocabulary is always penalized. A clear explanation that hits the nail on the head and never uses the fancy jargon will receive full credit.

- Dave
